BucHoBKH. 3ampornoHoBaHa cucTeMa €(PEeKTUBHO MO€AHY€ BeOTEXHONOrii Ta
HEHpoMepexi U pOo3MI3HABAHHS JKECTIB y peajbHOMY 4aci. BpoBaIKeHHS Takoro
THCTPYMEHTY MOKE€ CYTTEBO MOKPAIIUTH B3AEMOJII0 3 HU(POBUMH CEpEIOBUIIAMH,
30KpeMa B OCBITHIX I1aT(Gopmax, MEAUUHHUX IPUCTPOSIX Ta IrpoBii iHaycTpii. [Togampnn
JOCTIPKEHHS CIIPSIMOBaHI Ha ONTUMI3aLi}0 TPOAYKTUBHOCTI 1J1s MOOUIBHUX MPUCTPOIB.
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BUKOPUCTAHHA JTUHAMIYHOI'O ITPOI'PAMYBAHHSA
SAK OITUMI3ALIAHOI'O MIAXOAY JO OIIIHKU PU3UKIB

Jloneyvruu nayionanonuu yHisepcumem imeni Bacuns Cmyca, m. Binnuys

VY cyd4acHOMy CBITi BUCOKOI HEBU3HAUEHOCTI aHAII3 PU3UKIB € KIIFOUOBUM €JIEMEH-
TOM €(h)eKTUBHOTO YIIPABJIIHHS B PI3HUX cPepax AisIbHOCTI — BiJ] EKOHOMIKH Ta O13HECY
710 eKoJIoTii Ta 6e3nekn. Y 3B’SI3Ky 3 IIM 3pPOCTa€ iHTEpeC 10 BUKOPUCTAHHS MaTeMa-
TUYHUX MIAXOIB, 30KpeMa METOIB ONTHUMIi3alliil, SK 1HCTPYMEHTIB JJIsS IiJBUILICHHS
TOYHOCTI OI[IHKY PU3UKIB Ta MPUUHSTTS OOIPYHTOBAHUX PIIICHb.

CydacHi JOCIHIKEHHS IEMOHCTPYIOTh, IIT0 METOAM ONTUMI3AIlli Iat0Th 3MOTy (op-
Mai3yBaTy MpoOiIeMy PU3UKY y BUTJISII MATEMATUYHOI MOJEII Ta BUSHAUYUTU OMTH-
MaJbHE PIIEHHS 3 YpaXyBaHHIM 00OMexeHb 1 KputepiiB epextuBHOCTI. OcOOIMBE 3HA-
YeHHSI BOHU MarOTh y cepax yNnpaBIiHHSI pecypcamu, aHaIi3y 1HBECTULIIMHUX MPOEK-
TiB, MOJICITIOBaHHS Pi3HUX CIICHAPIiB Ta PO3POOKH aHTUKPU30BUX cTparterii. OcTaHHIM
9acoOM CIIOCTEPITaeThCsl TCHICHITIS IO IHTerpariii OnTUMI3aIliiHIX METOIB 3 THCTPYMEH-
TaM{ IITYYHOTO IHTEJICKTY Ta MAIIMHHOTO HABUYaHHS, IO J1a€ 3MOTY CTBOPIOBATH
OUIBII THYYKI Ta aJJallTUBHI CHCTEMH NMPOTHO3YBAHHS pU3MKIB [1].

OTxe, 3aCTOCYBaHHS ONTUMI3ALIMHUX MIAXOAIB BIAKPUBAE HIMPOKI MOMKIUBOCTI
U1 €(heKTUBHOTO YIPABIIIHHS pU3HKAMHU, MIJIBUIIYIOYH CTIHKICTh OpraHi3aliil y ckiai-
HUX YMOBAaxX Cy4acHOTO CEPEIOBHIIA.

OmHuM 13 HAWMEPCIEKTUBHININX METOJIIB ONTHUMI3allll € AMHAMIYHE Iporpamy-
BaHHA. Lleli MmeTon mossrae B po30MTTI CKIIAJHUX 3aBAaHb Ha MOCTIAOBHI KPOKH, IO
Jla€ 3MOTY 3HaXOJUTH ONTUMAJIbHI PIIIEHHS HaBITh 32 YMOB 0OMEXXEHb Ta Hemnepen0a-
qyBaHUX (PaKTOPIB.
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JluHamiyHe MporpaMyBaHHs € MOTY>KHUM 1HCTPYMEHTOM [UIsl aHAJI3y PHU3HUKIB,
OCKIUJIBKH J1a€ 3MOTy OyayBaTH MOJENI NPUIHATTS PIllIeHb Y MIHJIMBHX YMOBax, 1€ TO-
TOYHI 11 BU3HAYAIOTh MAalOyTHI pe3yabTatu [2].

Lel miaxig ocOOMMBO KOPUCHUM Y Tally3sX, SIK-OT YIPABJIiHHS 1HBECTULIISIMU 32
YMOB KOJIMBaHb PUHKY; PO3MOJIiI O0OMEKEHUX PECYpCIB Mij YaC KPU30BUX CUTYaIiif;
CTpaTeriyHe MIaHyBaHHs, 1110 BPaXOBY€E MOXKJIMBI HenepeA0aueH1 3MiHU.

JlnHaMiuHe TporpaMyBaHHS IPYHTY€ETHCS Ha KUTBKOX (DyHIaMEHTATbHUX MTPUHIIH-
nax. [lo-nepie, BUKOpUCTOBY€E TOKPOKOBUH aHaii3, po30MBaOUM CKIAIHY 3aa4y Ha
MOCJTIJIOBHI €Tanu, KOXKEH 3 KX BUMarae MpuiHATTSA okpeMoro pimeHHs. [lo-npyre,
METOJI CIIUPAETHCS HA MPUHIIMI ONTUMAJIbHUX MIAPINIEHb — 1€ O3Hayae, 1110 HalKpa-
M 3aTajJbHUIN Pe3yJIbTaT 10CATAE€THCS HUIIXOM MO€EIHAHHS ONTUMAIBHUX PIIIEHb JJIs
OKpeMUX TiJ3a1a4. TakoX BaXKJIMBUM €JIEMEHTOM € MEMOi3allis, sSiKa moJirae y 30epe-
YKEHH1 MPOMIKHUX PE3yJIbTaTIB JIsi YHUKHEHHS TOBTOPHUX OOYMCIICHB 1 MIABUIIICHHS
€(EKTUBHOCT1 AJITCOPUTMY .

V4BIMO KOMMaHII0, sSIKa Ma€ ONTUMAJIBHO PO3MOAUIATA OOMEKEHUHN OI0JIKET MK
KUIBKOMa IMPOEKTAMU HPOTATOM I’ SITHpiYHOTrO nepiony. KoxkeH (iHaHCOBHII KpOK
BIUIMBAE HA MIOJAJIBIII PE3YIbTATH — K Ha MOTEHUINHUMN 10X1], TaK 1 HA PIBEHb PU3UKY.
JluHamivuHe MporpaMmyBaHHs JoroMarae BUOyAyBaTH CTPATETiIO, 110 3a0e3meuye Mak-
CUMaJIbHy €(DEeKTUBHICTh BUTPAT 13 MIHIMI3AIIEIO JOBIOCTPOKOBUX PU3HKIB.

Yomy neit miaxia ehpekTuBHUM A5 aHani3y pu3ukiB? Bin 3a0e3nedye BpaxyBaHHs
3MIHHUX PU3HUKIB HA KOXKHOMY KpOILIi, MOEAHYIOUH 1€ 3 MOMJIMBICTIO IIBUIKO a/IarnTy-
BaTU CTPATETiI0 10 HOBUX YMOB. Jl0 TOro 3k MeTO]] 0COOIMBO KOPUCHUI AJi1 poOOTH 3
PI3HUMH CIICHAPISIMH, JIe TOTPIOHO OILIIHIOBATH MHOKMHHI BapiaHTH PO3BUTKY MO/IIH.

VY naBenenomy ¢parmenti koay (puc. 1) peanizoBano 6azoBuii mpunmmn J{IT ms
3a/1a4i ONTUMAIILHOTO PO3MOJLITY 0OMEKEHHX PEeCypCiB i3 MIHIMI3aII€0 PU3HKY. AJ-
TOPUTM TIOCITITOBHO aHAI3y€e KOKEH eTarl, 30epiratouu MpOMIXKHI pe3yIbTaTH IS M0-
JTAJIIIOr0 BUKOPUCTAHHS, IO A€ 3MOT'Y €(pEKTUBHO 3HAXOJIUTU ONTUMAJIbHE PIIIEHHS.

projects = [
(60, 18),
(100, 20),
(120, 30)
]

max_risk = 50
n = len(projects)

dp = [[@ for _ in range(max_risk + 1)] for _ in range(n + 1}]

for i in range(l, n + 1):
profit, risk = projects[i - 1]
for r in range(max_risk + 1}:
if risk <= r:

dp[i][r] = max(dp[i - 1][r], dp[i - 1][r - risk] + profit)
else:
dp[i][r] = dp[i - 1][r]
print("MakcumansHuii npubyTok npu ponycTumomy pusuky:”, dp[n][max_risk])

Puc. 1. Peanizayis memoody OUHAMIYHO20 NPOSPAMYBAHHS
07151 6UOOPY ONMUMATILHO2O HAOOPY NPOEKMIB 3 YPAXYBAHHAM PUSUK)
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Pe3ynpTaT po0OTH NIporpamu BUIJIsIa€e Tak (puc. 2):

MakCHMMANIBHMI OpUMOYTOK OpM TONVCTHMOMY pPHMSHMEY: 220

Puc. 2. Pe3ynomam pobomu npoepamu

3a pe3ynbTaTOM BUKOHAHHS KOy TUHAMIYHOTO MPOTPAMyBaHHS MU OTPUMAIH
MaKCUMaJIbHUM MPUOYTOK, SIKOTO MOYKHA JOCSTTH 3a 3aaHOT0 OOMEKEHHS Ha PIBEHb
pu3HKy. PO3rasiHyTHI aJlrOpUTM YCHIITHO BPaxyBaB CIIBBIJHOIIECHHS MPUOYTKIB 1 pU-
3UKIB JJISI KO)KHOTO 3 MOYKJIMBUX MPOEKTIB Ta 3HAUINIOB ONTUMaNIbHY KoMOiHaIio. Ko
IMITY€ TUIIOBY 3a/1a4y 3 YIpaBJIiHHS PU3MKOBAHUMH aKTHUBaMU (HAMPUKIIAJl, 1HBECTH-
isSIMH), € 0OCST pU3UKY OOMEKEHO, a METa MOJISTa€ y JOCATHEHHI MAaKCUMAaJIbHOI BU-
roau. 3 MPaKTHYHOTO MOTJISITY TaKWK MiJIX1J 1a€ 3MOTy KEpiBHUKaM, aHaJliTUKaM abo
¢dbiHaHCOBUM (haxiBISIM OOTPYHTOBAHO MPUMNMATH PIIICHHS Y CUTYAIisAX 3 00MEKEHUMH
pecypcaMu Ta MiJBUIIEHUM PiBHEM HEBU3HAYEHOCTI [3].

OTxe, 3aCTOCYBaHHS METOJIIB ONTUMI3aIli1, 30KpeMa TUHAMIYHOTO ITporpamMyBaH-
HS, € €PEKTUBHUM TI1IXOIOM JI0 aHAJI3y PU3UKIB Y 3aj1a4ax, JIe pillleHHS OTPIOHO MPHii-
MaTH TOETAIHO 3 ypaxyBaHHSIM 3MiHHUX (akTopiB. BukopucTanHs 110ro METOy Ja€
3MOTY:

® 3MCHIIUTH BIUIMB PU3HKIB MUIIXOM ONTHMAIBHOTO PO3IOALTY PECYPCiB;

® BpPaxOBYBATH 3aJICKHICTh MIOTOYHUX PIIICHB BiJl MTOMEPEIHIX;

e 3a0e3MeUnTH MPO30PICTh 1 CTPYKTYPOBAHICTH MPOIIECY MPUUHATTS PIIICHb.

ANTOPUTM JUHAMIYHOTO MPOTPaMyBaHHS JIETKO aaNTYyEeThCSA 0 PI3HUX CIEHA-
piiB — Big BUOOPY 1HBECTHUIIIH /10 TIAHYBAHHS JIOTICTUYHUX MapIIPYTIB — 1 € BAXKJIMBUM
CKJIQJJHUKOM CYYaCHOTI'O MIIXO0Y /10 YIPABIiHHSA PU3UKAMU B yMOBaX HECTAOLJIbHOCTI.
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