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АНАЛІЗ ХАРАКТЕРИСТИК ФІЛЬМІВ  
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Аналіз даних є важливим інструментом для виявлення закономірностей у ве-

ликих масивах інформації. У цій роботі досліджується набір даних про фільми 

(movies) з пакету ggplot2movies [1] у середовищі R, який містить інформацію про 

жанри, рік випуску, тривалість, рейтинг та інші характеристики понад 58 тисяч 

фільмів. Метою дослідження є вивчення структури даних за допомогою кластер-

ного аналізу та побудова моделей класифікації для прогнозування успішності філь-

мів. Робота базується на методах ієрархічної кластеризації, K-середніх та логіс-

тичної регресії, а також демонструє можливості мови R для статистичного аналізу 

та візуалізації. 

Почнемо з кластерного аналізу [2]. 

Лістинг програми: 
library(ggplot2movies) 
library(dplyr) 
data("movies") 
movies_clean <- movies %>% 
  select(title, year, length, rating, votes, Action, Comedy, Drama, Romance, 
Short) %>% 
  na.omit() 
summary(movies_clean[, c("year", "length", "rating", "votes")]) 
colMeans(movies_clean[, c("Action", "Comedy", "Drama", "Romance", "Short")]) 

Результат: 

Після очистки залишилось 58 788 фільмів і 10 змінних. Цільової змінної не-

має, тому задача кластеризації є без учителя. У більшості фільмів тривалість при-

близно 82 хв, рейтинг – 5.9, а медіана голосів – 30. Найпоширеніші жанри: драма 

(37 %), комедія (29 %) та короткометражки (16 %). 
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Рис. 1. Результат кластерного аналізу 

Далі було проведено кластеризацію. Для ієрархічної взято випадкову підви-

бірку з 1 000 фільмів, щоб уникнути перевантаження пам’яті. За результатами, 

оптимальною виявилась кількість кластерів – чотири [3]. 

Лістинг програми: 
library(factoextra) 
library(dplyr) 
set.seed(123) 
data_cluster <- movies_clean %>% 
  select(length, rating, votes, Action, Comedy, Drama, Romance, Short) %>% 
  scale() 
sample_data <- data_cluster[sample(1:nrow(data_cluster), 1000), ] 
hc <- hclust(dist(sample_data), method = "ward.D2") 
fviz_dend(hc, k = 4, rect = TRUE) 
km <- kmeans(data_cluster, centers = 4, nstart = 25) 
fviz_cluster(km, data = data_cluster) 

Результат: 

Кластеризація показала, що фільми можна поділити на чотири групи зі спіль-

ними ознаками. Деякі кластери частково перекриваються, але загалом структура 

в даних простежується чітко. 

Для оцінки впливу жанру, тривалості та року на успішність фільмів було по-

будувано логістичну регресію. Значущими виявилися тривалість, а також жанри 

Action, Comedy, Drama та Short. Короткометражки й драми частіше отримують 

високі оцінки, тоді як бойовики – рідше [2]. 
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Рис. 2. Дендрограма кластерного аналізу 

Лістинг програми: 
movies_logit_data <- movies_clean %>% 
  mutate(high_rating = rating > 7) %>% 
  select(high_rating, year, length, Action, Comedy, Drama, Romance, Short) %>% 
  na.omit() 
logit_model <- glm(high_rating ~ ., data = movies_logit_data, family = 
binomial) 
summary(logit_model) 

Результат: 

 

Рис. 3. Логістична регресія 
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Модель показала, що найбільше на ймовірність високої оцінки впливають 

тривалість, жанри Action, Comedy, Drama та формат Short. Короткометражки й 

драми частіше отримують високий рейтинг, а бойовики – рідше. Жанр Romance і 

рік випуску не мають значущого впливу. 

Загалом кластеризація виявила чотири групи фільмів із подібними характе-

ристиками, а логістична регресія підтвердила, що навіть базові ознаки можуть 

бути інформативними для оцінки успішності. 
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У сучасних умовах економічної нестабільності та високої конкуренції ефек-

тивне управління фінансовими ресурсами є одним із ключових завдань як для 

великих корпорацій, так і для дрібних інвесторів. Прийняття обґрунтованих інвес-

тиційних рішень вимагає врахування великої кількості змінних: дохідності акти-

вів, рівня ризику, обмеженості ресурсів, ринкових коливань та макроекономічних 

факторів. 

Методи оптимізації дають змогу формалізувати задачу вибору найкращого 

інвестиційного рішення, враховуючи всі важливі показники та обмеження. Завдя-

ки цим методам можна розрахувати оптимальні варіанти розподілу ресурсів, під-

вищити дохідність інвестиційного портфеля та мінімізувати ризики. 

Оптимізація у фінансових інвестиціях передбачає: 

− формалізацію задачі у вигляді математичної моделі; 

− визначення цільової функції (максимізація доходу, мінімізація ризику); 

− врахування системи обмежень (обсяги капіталу, нормативи, ринкові фак-

тори); 
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